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Abstract: Phase measuring deflectometry (PMD) is a robust, noncoherent technique for the characterization of 
specular surface. For measuring high specular reflectivity surface, PMD can deliver micron radian range local gra-
dient. However, when the measured surface has low specular reflectivity, the accuracy of the measured gradient is 
low since the captured fringe pattern shows low signal to noise ratio. The phase error characteristics in PMD system 
when testing low reflectivity surfaces are analyzed. The analysis illustrates that the random phase error increases 
rapidly while the nonlinear error drops slowly with the decreasing of the tested surface reflectivity. In order to attain 
high precision measurement of low reflectivity specular surface, a robust error reduction method based on wavelet 
de-noising is proposed to reduce the phase error. This error reduction method is compared with several other nor-
mally used methods in both simulation and experiment work. The method based on the wavelet de-noising shows 
better performance when measuring the low reflectivity specular surface. 
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1 Introduction 
The three-dimensional (3D) metrology for specular re-
flecting surfaces attracts much attention due to their var-
ious applications in optics, electronics, or semiconductor 
industries. Phase measuring deflectometry (PMD) [1-3] is 
an effective tool to measure the specular surface gradient 
information. Further evaluation can deliver the curvature 
or height of the test surface. 

The high sensitivity of PMD allows measuring gradi-
ent changes in the range of micro-scale and local height 
changes in the range of nanometers[4,5]. This technique is 
suitable for solving the nowadays measurement problems 
in the automobiles industry when high precision inspec-
tion of surfaces and defects is required[6]. PMD is also an 
ideal method for inspection or qualification of the eye-
glass and machined high-quality surface components 
surfaces. 

However, the accuracy of the PMD is related to the 
phase reliability of the captured fringe pattern. Errors in 
the phase map influence the accuracy of the whole meas-
urement. When testing low reflectivity specular surfaces 
like cell phone shell, contrast of the distorted fringe pat-
terns is very low, and there are always relatively big errors 
in the phase map.  

Fig. 1(a) is the distorted fringe pattern of a typical mo-
bile shell captured in PMD experiments. Fig. 1(b) is the 
wrapped phase map retrieved from the captured fringe 
pattern. Fig. 1(c) is the middle row of Fig. 1(a). The qual-
ity of the fringe pattern is low. As a contrast, Figs. 1(d), 
1(e)~1(f) are the fringe pattern and the wrapped phase of 
a high reflectivity surface. In comparison with the high 
reflectivity surface, the low reflectivity surface suffers 
much more errors in the phase map. Therefore, a robust 
error reduction method is required to reach high preci-
sion measurement of surface. As far as the authors know, 
error analyzing and reduction when measuring low re-
flectivity surface in PMD was seldom discussed before. In 
this paper, errors characteristics of the low reflectivity 
specular surface are discussed, and a robust de-noising 
method based on wavelet de-noising is discussed. 
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This article is arranged as follows. In section 2, analysis 
of error characteristics in measuring low reflectivity sur-
face by PMD is carried out. Sections 3 and 4 discuss a 
de-noising method based on wavelet transform. Section 5 
shows the experimental work and section 6 concludes the 
work. 

2 Analysis of error characteristics of 

low reflectivity specular surface 
Fig. 2 shows the arrangement of the PMD. The generated 
phase-shifting fringe patterns in x and y directions with 
an equal spacing period P are displayed on a liquid crys-
tal display (LCD) screen. The CCD camera records the 
distorted fringe patterns reflected by the specular surface.  

Equation (1) shows the expression of ideal captured 

distorted fringe pattern in x direction. 
)),(cos(),(),(),( yxyxByxAyxI  ，   (1) 

where ),( yxI  is the recorded intensity, x and y are spa-
tial coordinates, A and B are the background and modu-
lation intensities, and A has a larger mean value than B. 

),( yx  is the phase including the carrier phase and 
gradient-related phase. Then, the surface shape is recon-
structed from gradient. 

The random error and the nonlinear error are two 
important errors in fringe projection profilometry[7-10], as 
well as in PMD. The nonlinear error is usually larger than 
the random error[11,12]. The nonlinear responses of LCD 
and CCD camera are the main nonlinear error sources, 
and the nonlinear response of LCD screen plays a bigger 
role[9,13].  

The random error and nonlinear error for low reflec-

Fig. 1  Comparison of the fringe patterns of low and high reflectivity surfaces. (a) The distorted fringe pattern of a low reflec-

tivity surface. (b) The wrapped phase map of the low reflectivity surface. (c) Middle row of (a). (d) The distorted fringe pattern

of a high reflectivity surface. (e) The wrapped phase map of the high reflectivity surface. (f) Middle row of (d). 
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tivity specular surface are analyzed. 

2.1 Random error 
Electronic noise of the CCD camera is the main random 
error source, and the electronic noise can be simplified as 
a kind of signal independent random noise which is ad-
ditive and Gaussian[14-16].  

With the random noise, the captured x direction fringe 
pattern distribution will be:  

 )),(cos(),(),(),(r yxyxByxAyxI   
),(r yxE                         , (2) 

where ),(r yxE  is the random noise with a mean value 
of zero and a nonzero standard deviation. Simulation was 
taken to find the relationship between the phase error 
and background intensity A as well as modulation inten-
sity B. For simple analysis, A and B didn’t change with 
spatial coordinates x and y. The random noise ),(r yxE  
was added to each fringe pattern and ),(r yxE  had the 
standard deviation of 0.3. Four-step phase shifting 
method was taken to extract the phase. A and B were 
changed separately. B is set to be 5 (unit: gray level) and A 
varies from 5 to 100 (unit: gray level). As a result, in Fig. 
3(a), the error in the unwrapped phase does not change 

much with A, which means the background light intensi-
ty does not influence the random error in the unwrapped 
phase.  

The relation between B and phase error is shown in Fig. 
3(b), and A is set to be 100. The phase error is sensitive to 
the modulation intensity. The error in the phase becomes 
very big when B is smaller than 30.  

In Fig. 1(c), B has the value of 10, and Fig. 1(f) of 65. 
The root mean square (RMS) of the random phase error 
with low reflectivity surface is 10 times larger than that 
with high reflectivity surface in Fig. 1. The value of B is 
related to the reflectivity of the tested surface. Low reflec-
tivity leads to a very small B in the captured fringe pat-
tern. So, a robust random error reduction method must 
be taken into account in the measurement of low reflec-
tivity surface. 

2.2 Nonlinear error  
The response functions of the LCD display and CCD 
camera [10,13] are the main nonlinear error source in PMD. 
In consideration of the 5-order harmonics nonlinear, the 
captured x direction fringe pattern distribution is 
changed to Eq. (3)[10,17]: 

Fig. 3  Relation between the random phase error. (a) Background intensity A. (b) Modulation intensity B. 
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Fig. 4  Relation between B/A and nonlinear error. 
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 ),(),(),( 2
n yxaIyxIyxI  

),(),(),( 543 yxdIyxcIyxbI  ，    (3) 
In the simulation, a, b, c and d are 0.052, 0.013, 0.0014 

and 0.0015, respectively. The nonlinear error in the phase 
increases with the rise of B/A. The result is shown in Fig. 
4(a), in which A is 100 and B/A changes from 0.05 to 1. 
Therefore, the RMS of the nonlinear phase error of high 
reflectivity is bigger than that in low reflectivity surface in 
Fig. 1.  

In short, in comparison with high reflectivity surface, 
there is a big random error in the phase map when 
measuring a low reflectivity surface, yet the nonlinear 
error is smaller. 

3 Error reduction methods in PMD 

The least square temporal phase unwrapping (TPU) [10, 18] 

method can be used to reduce random phase error in 
PMD. In the least square TPU, a computer generates 
fringe patterns with time-varying spatial frequencies. The 
phase unwrapping is conducted along the pixel history 
instead of spatial direction. Intermediate phase values are 
used to improve the accuracy of final unwrapped phase 
value. However, the least square TPU methods need 
plenty of fringe patterns, and thus require a lot of shoot-
ing time.  

As an excellent signal processing method, wavelet 
de-noising has been introduced into many sig-
nal-processing fields. In fringe projection profilometry, 
for the goal of achieving an accurate dynamic measure-
ment, the wavelet transform method has been used as a 
single frame projecting method (which is called as wave-
let transform profilometry) [19-21] to extract phase map 
from the distorted fringe pattern. At the same time, it can 
also decrease random errors. This attempt failed because 
of the relatively long processing time (normally more 
than 100 seconds for a 1000×1000 resolution figure) [20]. 
In addition, extracting the phase from a single fringe 
pattern based on Fourier methods (Fourier transform, 
windowed Fourier transform and wavelet transform) 
brings in theoretical phase errors unless compensations 
are taken. Nevertheless, wavelet transform technique is 
an excellent random noise reduction method (a few se-
conds processing time) in the image processing field [22, 23]. 
In this paper we use distorted fringe pattern as a phase 
extracting method, and the wavelet transform can be 
used as a de-noising method to reduce the random error 
on the phase map in PMD.  

Among the common nonlinear removal methods [11, 12, 

17, 24], the phase shifting method is the most simple and 
robust. 6-step phase shifting class B method in Ref. [17] 
can erase the influence of 5-order harmonics, which is 
enough for most situations. Combined the 6-step phase 
shifting with the de-noise characteristic of wavelet trans-
form, an effective method (we call it extended PMD) is 
proposed in this paper to decrease the nonlinear error 

and the large random error simultaneously. The method 
is executed by the following steps: 

1) Generate fringe patterns on the display LCD screen; 
2) Record the distorted fringe patterns through the 

specular surface by CCD camera; 
3) Demodulate the wrapped phase by 6-step phase 

shifting method to reduce the nonlinear error at the same 
time; 

4) Unwrap the phase and get the two directions 
slope-related phase distribution; 

5) Reduce the random error by wavelet de-noising 
method; 

6) Get the two directions slope distributions. Calculate 
the curvature distributions by the derivation of slopes 
and reconstruct the height by the integral of slopes. 

4 Simulation 

Simulations are taken to see the performance of the above 
steps in reducing errors. The simulations are divided into 
three sections: overall error reduction performance, 
comparison with least-square TPU and influence of 
wavelet de-noising on the PMD phase details. 

4.1 The error reduction performance  
In the simulation, the tested object is a plane. 5-order 
harmonics and random noise (the value is similar to the 
experiment data) are added to each fringe pattern. The 
nonlinear error expression is Eq. (3), and the coefficients 
a, b, c and d are 0.022, 0.0023, 0.00014 and 0.00015, respec-
tively. The random noise is assumed to be from -2.5 to 2.5 
and the standard deviation is assumed to be 1.44. The 
wavelet function “sym3” is used in the wavelet transform 
method. The middle row of the phase map without error 
reduction method and the phase map with the method 
based on wavelet de-noising (extended PMD) described 
above is compared in Fig. 5(a). The simulations prove 
that the wavelet de-noising has an excellent error reduc-
tion effect for low reflectivity surface measurement in 
PMD.  

Another simulation is carried out to show which one 
works better, wavelet transform directly on the fringe 
pattern or on phase map. The result is shown in Fig. 5(b) 
and the error reduction effect is better with the wavelet 
de-noising on the phase map. 

4.2 Comparison of the wavelet de-noising with 
least-square TPU  

In TPU, the unwrapped phase quality is dominated by the 
smallest wavelength fringe pattern quality. The 
least-square TPU method has a good random error re-
duction effect with a relatively large number of captured 
fringe patterns. Simulation is taken to compare the effect 
of the wavelet de-noising method (extended PMD) with 
linear sequence least-square TPU method. In the simula-
tion, the tested object was a plane, and random noise 
with the range from -5 to 5 and the standard deviation 
2.89 was added on each fringe pattern. The maximum 
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spatial frequency of the fringe pattern in least-square 
TPU was 8. Comparison results of the middle lines of the 
phase maps with the two methods are shown in Fig. 6. It 
is seen that the wavelet de-noising has better random 
error reduction ability than linear sequence least-square 
TPU method.  

4.3 The influence of wavelet de-noising on the 
phase distortions in PMD  

In this section, we are trying to find optimal parameters 
of wavelet transform for de-noising, while at the same 
time, protect the phase distortions and details. In addi-
tion, a comparison with the commonly used random 
error reduction method (low-pass Gaussian filter) is giv-
en. 

A phase map with different kinds of distortions (in-
cluding conical, step-like and spherical distortions) is 
generated in a computer simulation, as shown in Fig. 7(a). 
The random error, with the range from -0.2 rad to +0.2 

rad (similar to the random error in low reflectivity sur-
face measurement experiment) is added to the phase 
map.  

Several parameters are analyzed in order to get a good 
random error reduction effect. Three important parame-
ters are the mother wavelet function, the level of decom-
position and the thresholding method[25]. Here, the error 
reduction performance of Fig. 7(a) is the evaluation 
standard for choosing the most suitable parameters.  

For the selection of mother wavelet function, only the 
orthogonal wavelets (Daubechies, Coiflect and Symlet 
families) are in consideration since the orthogonal wave-
let transform is relatively concise and requires less pro-
cessing time. The Daubechies 1~9 wavelets, Symlet 1~9 
wavelets and Coiflect 1~5 wavelets are simulated to pro-
cess on Fig. 7(a). Except Symlet 1 and Daubechies 1 
wavelets, which damage larger in the useful signal than 
others, other wavelets have similar error reduction capa-
bility. Fig. 7(b) shows the data of the red line in Fig. 7(a) 

Fig. 5  Error reduction performance. (a) Error reduction result. (b) Comparison of the wavelet de-noising effect work on 

the fringe pattern and the unwrapped phase. 
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after the process of Symlet 5 wavelet de-noising. Fig. 7(c) 
is the residual error(compared with the correct phase 
signal) after the process of Symlet 5 wavelet de-noising. 
The top of conical phase distortion is slightly damaged by 
wavelet de-noising. The absolute error here is only 4% 
(0.06/1.5) of the original signal and 30% (0.06/0.2) of the 
added random error. However, the edges of other distor-
tions are not influenced. Other parameters in this simula-
tion include ‘soft’ thresholding, ‘rigrsure’ thresholding 
rule and the decomposition level is 5. 

The capability of the wavelet transform in suppressing 
the random error rises with the decomposition level in 
our simulation, but this capability increases slightly when 
the decomposition level is higher than 5. However, the 
damage to the correct phase distortions also increases 
with the decomposition level. Therefore, the 5 decompo-
sition level is the most suitable for the noise situation like 
Fig. 7(a). 

There are two common thresholding methods (soft 
and hard) and four common thresholding rules (Rigrsure, 
Sqtwolog, Heursure and Minimaxi). Hard thresholding 
sets the components whose values are smaller than the 
threshold to zero. The soft thresholding also has this rule, 
but the soft thresholding makes the nonzero coefficients 
shrinking gradually to zero. Normally, the soft 

thresholding has the better performance than hard 
thresholding since the hard thresholding may cause dis-
continuities in the thresholding signal around the 
thresholding value[25]. The rigrsure thresholding rule 
behaves the best in remaining the original signal in our 
simulation. While in the capability of suppressing the 
random error, the order is Sqtwolog (the RMS error 
compared with the correct phase is 0.057473), 
Heursure(RMS error 0.057476), Minimaxi (RMS error 
0.057479) and Rigrsure (RMS error 0.057500), but their 
differences are small. So, the optimal parameters for our 
experiment will be 5 decomposition level, ‘soft’ 
thresholding and ‘rigrsure’ thresholding rule. The wavelet 
function has many choices as discussed above.  

Fig. 7(d) gives the data of red line in Fig. 7(a) after the 
process of the common used low-pass Gaussian filter. 
The Gaussian window size is 1010 and the standard 
deviation is 5. Fig. 7(e) shows the residual error. There 
are damages at the edges of the step-like phase distortion, 
and the absolute error in these places is over 40% of the 
original signal (the wavelet de-noising is 4%). Though Fig. 
7(e) looks much smoother than Fig. 7(c), the random 
error in the normal position has the similar range. The 
increase of window size can reduce more random errors, 
but this will also cause more damage to discontinuous 

Fig. 7  The simulation results of the wavelet parameter selection and low-pass Gaussian filter de-noising. (a) The noisy 

phase. (b) The data of red line in (a) after the process of Symlet 5 wavelet de-noising. (c) The residual error of wavelet 

de-noising. (d) The data of red line after a low-pass Gaussian filter. (e) The residual error of Gaussian filter de-noising. 
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phase distortion. 
In conclusion, the method based on wavelet de-noising 

has an excellent performance in decreasing the errors and 
the details on the phase map are barely destroyed. So, in 
our simulation, when compared to the least-square TPU 
method, the method based on wavelet de-noising needs 
much less shooting time and has a more outstanding er-
ror reduction effect. In comparison with the low-pass 
Gaussian filter method, the wavelet de-noising method 
performs better in the preservation of phase details. 

5 Experiment 
Measurement setup of the experiment is shown in Fig. 8. 
The hardware system is composed of a CCD camera 
(Manta G-125B/C) and LCD screen. A 50 mm focal 

length lens is used in camera (Computar M5018-MP2).  
A typical mobile shell is measured. The system spatial 

Fig. 8  Setup of the experiment. 

Fig. 9  The experimental results of the mobile shell. (a) The tested mobile shell. (b), (c) The x-direction phase distribution without 

error reduction and with the method based on wavelet de-noisings(extended PMD). (d)(f) The curvature distribution without error 

reduction, with least-square TPU method, and with the method described in the manuscript, respectively. (g) The data of red lines 

in (d)(f). (h) The lines of the reconstructed height distribution with no error reduction, with least-square TPU method, and with the 

method described in the manuscript, respectively.  
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resolution is about 40 microns. Three methods (without 
error reduction, least-square TPU, and the method based 
on wavelet de-noisings) are employed to measure mobile 
shell curvature (the derivation of the slope) and height. 
The linear sequence least-square TPU is combined with 
6-step phase shifting method. Fig. 9(a) shows a distorted 
fringe pattern and the rectangle area denotes the pro-
cessed region. Figs. 9(b) and 9(c) are the extracted phase 
distributions without error reduction and with the 
method based on wavelet de-noising, from which the 
good performance of the method based on wavelet 
de-noising in reducing nonlinear and random errors is 
demonstrated. 

Figs. 9(d)(f) show the measured curvature when em-
ploying the three error reduction methods respectively. 
Fig. 9(g) shows the data of lines in Figs. 9(d)(f). It is 
shown that the method based on wavelet de-noising per-
forms the best in improving the measurement accuracy.  

Fig. 9(h) illustrates the lines in the height distribution 
of the three methods in the same position with Fig. 9(g). 
It should be noted that in order to show the results clearly, 
the low-frequency surface shape has been removed in 
each figure. The method based on wavelet de-noising 
(extended PMD) and the least-square TPU have the 
similarly reconstructed height results. The reason is the 
integration technique (least-square integration method 
with Southwell grid model was used) used in the height 
reconstruction process suppressed the random error in 
some degree. While in the situation without the error 
reduction, the defects on the cell phone shell can hardly 

be detected and the reconstructed height contains big 
error.  

In some situations, if the curvature maps are required 
for the inspection of defects, especially when the tested 
surfaces have low reflectivity, the method based on wave-
let de-noising would be quite suitable for error reduction.  

The method based on wavelet de-noising is also suita-
ble to detect small defects and for the measurement of the 
high reflective surface to reach higher precision. Fig. 10(a) 
shows the distorted fringe pattern of a plane mirror. Fig. 
10(b) is the phase map of the denoted region in Fig. 10(a) 
by the method based on wavelet de-noising(extended 
PMD). Fig. 10(c) gives the comparison of the data on the 
red line of Fig. 10(b) with the data in the same position of 
the phase map by using only 6-step phase shifting meth-
od. The RMS phase error with the method based on 
wavelet de-noising is 5 times smaller than that with only 
6-step phase shifting method.  

6 Conclusions 
The low reflectivity specular surface leads to big phase 
errors in phase measuring deflectometry (PMD). A ro-
bust error reduction method is required in order to 
achieve high precision measurement. In this paper, the 
error characteristic for low reflectivity specular surface is 
analyzed. For measuring the low reflectivity specular 
surface, the random phase error increases a lot and the 
nonlinear error decreases a little. A method based on 
wavelet de-noising is proposed to improve the measure-

Fig. 10  The method based on wavelet de-noisings(extended PMD) in high reflectivity surface measurement. (a) The distorted 

fringe pattern. (b) The phase after using the method based on wavelet de-noising. (c) Comparison of the method based on wavelet 

de-noising and 6-step phase shifting method. 
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ment accuracy. Lastly, the phase, curvature and height 
error suppressing results using different error reduction 
methods are discussed. The method based on the wavelet 
de-noising shows better performance in improving the 
measurement accuracy of the low reflectivity specular 
surface in our experiment.  
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